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Abstract—Sensitivity limitations of in vivo magnetic resonance spectroscopic imaging (MRSI) require that the extent of spatial-frequency (k-space) sampling be limited, thereby reducing spatial resolution and increasing the effects of Gibbs ringing that is associated with the use of Fourier transform reconstruction. Additional problems occur in the spectral dimension, where quantitation of individual spectral components is made more difficult by the typically low signal-to-noise ratios, variable lineshapes, and baseline distortions, particularly in areas of significant magnetic field inhomogeneity. Given the potential of in vivo MRSI measurements for a number of clinical and biomedical research applications, there is considerable interest in improving the quality of the metabolite image reconstructions. In this report, a reconstruction method is described that makes use of parametric modeling and MRI-derived tissue distribution functions to enhance the MRSI spatial reconstruction. Additional preprocessing steps are also proposed to avoid difficulties associated with image regions containing spectra of inadequate quality, which are commonly present in the in vivo MRSI data.

Index Terms—Brain metabolite images, image reconstruction, magnetic resonance spectroscopic imaging (MRSI).

I. INTRODUCTION

By combining spatial encoding with a spectroscopic acquisition, magnetic resonance spectroscopic imaging (MRSI) provides a method for spatial mapping of MR-detected metabolites. The image quality for in vivo MRSI [1] is limited by both spatial sampling requirements and nonideal spectral characteristics. In the spatial domain, the number of spatial sampling points is constrained by acquisition time limitations and the low sensitivity for observation of in vivo metabolites. As a result, sampling is typically uniformly distributed over a relatively small extent in the spatial-frequency, or k-space, domain, of maybe 16–32 points across, which we refer to as the central, or low spatial-frequency, k-space region to distinguish it from the wider sampling region commonly used for MRI acquisitions. The most commonly implemented spatial reconstruction method typically involves zero-filling and Fourier transformation (FT); however, FT of the limited spatial-sampling data results in the well-known Gibbs ringing and associated spatial blurring. This is particularly evident when strong subcutaneous lipid or residual water signals are left within the imaged region, although ringing artifacts are also generated from sharp edges in the metabolite images.

Reconstruction of individual metabolite images is commonly implemented by applying a spectral analysis procedure at each spatially resolved voxel of the MRSI dataset and combining the individual analysis results in an image format, which can be achieved using fully automated methods [2]. However, spectral quality over an in vivo MRSI dataset can vary considerably and any subsequent analysis of the reconstructed metabolite images must include tests to exclude regions with inadequate spectral quality, as for example regions subject to significant magnetic susceptibility-induced lineshape distortion. The problems associated with spectral fitting can also be exacerbated by the spatial contamination effects previously described, notably with regions of lipid or unsuppressed water affecting spectral baselines in neighboring regions.

Several methods for improving the reconstruction of metabolite maps have been proposed [3], [4]. One approach has been to focus on postprocessing of the metabolite images [5], which are assumed to have already been generated from the MRSI data, using prior spatial information from high resolution MRIs. With this approach, information in the raw MRSI data is not used and any errors in the metabolite images that may have been generated during the reconstruction are inherited. Alternatively, it is possible to reconstruct metabolite images directly from the acquired MRSI data using non-Fourier approaches, including Bayesian reconstruction methods [6], [7], which is more desirable as full use is made of the available information in the raw data. One well-known method, spectral localization by imaging (SLIM) [8], is based on the assumption of homogeneous metabolite concentrations corresponding to identified anatomical regions, to reconstruct MR spectra from each region. Furthermore, generalized (GSLIM) [9], was proposed to capture some variation within each compartment. Another generalization method, spectral localization with optimal point spread function (SLOOP) [10], was proposed to choose an optimal set of phase-encoding gradients to match the point spread function that characterized the region of interest. A recent development of this reconstruction method combines the spatial field inhomogeneity information with the SLIM algorithm [11].

Despite the improvements demonstrated by these previously proposed MRSI reconstruction methods, these remain difficult to apply to routine MRSI studies and are not widely used since the aforementioned characteristics of in vivo MRSI are not fully addressed. Additionally, individual metabolite information is ignored, which confines the existing reconstruction methods to...
the context of standard image processing techniques. Therefore, there still remains a considerable need for improved MRSI reconstruction methods to address the difficulties associated with limited spatial sampling, low signal-to-noise ratios (SNRs), and strong signal distortions.

Statistical image reconstruction methods have been shown to be useful for reconstruction and enhancement of noisy data, and Bayesian methods have been applied to medical imaging data using the expectation-maximization (EM) algorithm [12]–[14]. By incorporating an imaging model and a maximum a posteriori (MAP) optimization method, improved reconstruction has been demonstrated. Extending such a statistical estimate based on modeling of the MRSI signal should be more desirable in that individual metabolite variations could be incorporated, although may be more difficult to implement due to the complexity of the model that involves coexisting metabolites in each voxel. The typically large number of parameters to be estimated for MRSI means that the computational requirement must be considered, which becomes of particular concern for MRSI data due to the additional parameters needed to describe the spectral model.

In this report, a simplified MRSI signal model is proposed that uses partial volume tissue intensities over MRI-defined anatomic regions and assumes that the metabolite composition of each tissue type is relatively constant over a local region. The MRSI signal at each voxel can then be viewed as a weighted combination of the metabolite spectra from the individual tissue types, the relative volume contributions of which are obtained from a coregistered high-resolution MRI dataset. When implemented with a complete spatial and spectral model of the MRSI data, this a priori boundary information on tissue distributions was incorporated into the reconstruction of the MRSI data to estimate additional high-frequency k-space information. This method accounts for partial volume contributions from multiple tissue types in addition to boundary information at the edges of the brain and with CSF (which contributes no observable metabolite signal). By combining the extrapolated and the acquired k-space information, this method improves edge information of the metabolite images while preserving all information in the acquired data. This method is further enhanced to deal with imperfect spectra that are commonly present with in vivo MRSI data.

II. THEORY

A. MRSI Data Model

MRSI data is obtained as a set of time-domain signals over a set of spatial-frequency sample points. The data is acquired in the spatial frequency domain (k-space) \( \Omega_k \) and the spectral time domain \( \Omega_s \) and reconstructed into the spatial \( \Omega_s \) and spectral frequency domain \( \Omega_k \). The acquired MRSI data, \( S(k_x, k_y, k_z, t) \), where \((k_x, k_y, k_z) \in \Omega_k, t \in \Omega_s \), can be described as

\[
S(k_x, k_y, k_z, t) = \int_{\Omega} S(x, y, z, t) e^{-j2\pi(k_x x + k_y y + k_z z)} dx dy dz
\]

where \( \tilde{S}(x, y, z, \omega) \) is the desired spectral information at each spatial location. This signal contains multiple contributions and can be further described in the time domain as

\[
s(x, y, z, t) = \sum_{m=1}^{M} A_m(x, y, z) f_m(x, y, z, t)
\]

where \( A_m \) is the detected signal intensity for metabolite \( m \), which is proportional to the concentration, and \( f_m \) describes the relative phase, lineshape, and frequency of all resonances generated by metabolite \( m \). To account for noise in the observed signal, the following statistical model of the observation \( d(k_x, k_y, k_z, t) \) is used:

\[
d(k_x, k_y, k_z, t) = S(k_x, k_y, k_z, t) + n(k_x, k_y, k_z, t)
\]

where \( n \) is assumed independent and identically distributed (i.i.d.) Gaussian noise with zero mean and variance \( \sigma^2 \).

The k-space samples are obtained for \( k_x = -K_x/2 \) to \( K_x/2 \), \( k_y = -K_y/2 \) to \( K_y/2 \), and \( k_z = -K_z/2 \) to \( K_z/2 \). In practice, the size of the sampled MRSI data is small and it is desirable to reconstruct the data with a larger number of points, \( N_x, N_y, \) and \( N_z \), in the spatial domain. We term the smaller sampled k-space region as the “central” k-space region. To reconstruct data to the higher spatial resolution it is, therefore, necessary to estimate the missing high spatial-frequency information.

III. METHODS

A. Theoretical Formulation of the Improved MRSI Reconstruction Algorithm

In addition to incorporating prior information on the tissue distributions, spatially variant spectral information is also included in our signal model, including \( B_0 \) shifts, zeroth-order phase, and lineshape parameters. The discretized signal model can be written as

\[
S(k_x, k_y, k_z, t) = \sum_{x=0}^{N_x-1} \sum_{y=0}^{N_y-1} \sum_{z=0}^{N_z-1} A_n(x, y, z)
\]

\[
\times f_m(x, y, z, t) e^{-j2\pi \left( \frac{xk_x}{N_x} + \frac{yk_y}{N_y} + \frac{zk_z}{N_z} \right)}
\]

with \( K_x < N_x \) and \( K_y < N_y \). In this report, single slice MRSI data is assumed, namely, \( K_z = N_z = 1 \), and the spectral parameters are assumed constant through the MRSI slice. Therefore, each metabolite signal contribution can be written as

\[
f_m(x, y, z, t) = e^{-\frac{t}{T_a(x, y)}} - \left( \frac{t}{T_b(x, y)} \right)^2 \times e^{-j2\pi(\omega_m(x, y) + \gamma |\Delta B_0(x, y)| t + \phi_0(x, y))}
\]

where \( T_a \) and \( T_b \) characterize the Lorentzian and Gaussian components of the FID signal; \( \omega_m \) is the frequency of a single resonance that identifies each metabolite; \( \gamma \) is the gyromagnetic ratio; \( \Delta B_0 \) is the deviation of the magnetic field from the ideal field strength \( B_0 \); and \( \phi_0 \) is zeroth-order phase term. In this report, we consider singlet resonances only for N-acetylaspartate (NAA), total choline (Cho), and total creatine (Cr), and a flat
baseline model, as is appropriate for long echo time (TE) MRSI of the brain. Additional signals from lipid and unsuppressed water and the effect of baseline variations will be further discussed in Section III-B.

Prior information on the spatial distributions of each metabolite $A_m$ is included using tissue segmentation of coregistered MRI data to obtain the distributions of gray matter (GM), white matter (WM), CSF, scalp (LIP, which includes a signal from subcutaneous lipid), and nonsignal regions. From these high-resolution tissue distributions the relative contributions of all tissue types to each MRSI voxel can be calculated. It is assumed that the metabolite concentrations are constant, or slowly varying, across each of the individual tissue types. The slowly varying metabolite concentrations allow us to further divide the image space into multiple subsections, not necessarily based on anatomic structures, over which the individual metabolite concentrations for each tissue type will be estimated. In this manner, high spatial resolution a priori information is incorporated into the MRSI model and the MAP method is simplified to maximum likelihood estimation. The Bayesian statistical method for estimate the metabolite intensities from the acquired data $d(k_x, k_y, k_z, t)$ is obtained by maximizing the following probability:

$$A_m(x, y, z) = \arg \max P\left(d(k_x, k_y, k_z, t) \mid g_{GM, r}(x, y, z), g_{WM, r}(x, y, z), g_{CSF, r}(x, y, z), g_{LIP, r}(x, y, z)\right)$$

where $r$ is the subregion index for each tissue and $g$ is a partial volume function for a given tissue at each voxel within a subregion $r$. The signal model, therefore, favors smooth changes of concentrations within each tissue while allowing for differences of metabolite signal intensities between adjacent voxels based on their relative tissue contributions.

By limiting the signal model to average metabolite concentration for each tissue within each subregion, the optimization problem is simplified. The size and shape selected for the subregions represents a compromise between the degree of spatial variation allowed for each tissue and metabolite combination and the complexity of the optimization problem, with a larger number of regions resulting in a smaller rate of change of the metabolite signal as a function of distance and faster convergence of the estimation procedure. For this study, the image space was divided up into $8 \times 8 \times 8$ square regions that resulted in relatively smooth changes of the metabolite distributions. This relatively slowly varying density function was chosen based on the fact that regional changes of metabolite concentration have been observed for a given tissue type, but significant rapid regional changes have not been demonstrated. Furthermore, this parameter selection provides a reasonable degree of flexibility given the relatively low SNR of the data.

For each tissue $u$, the $m$th metabolite signal intensity can be decomposed into average signal amplitudes $b_{um}$ for subregion $r$ of slice $z$ as $C_{rz}$. Taking into account the percentage of each tissue in a location, the intensity function can then be written as

$$A_m(x, y, z) = \sum_u \left( \sum_r \left( b_{um} \cdot g_{C_{rz}, u}(x, y, z) \cdot 1_{C_{rz}}(x, y, z) \right) \right) + h_m(x, y, z)$$

where $h_m(x, y, z)$ is the residual intensity of $m$th metabolite and $g_{C_{rz}, u}(x, y, z)$ is the volume contribution of tissue $u$ at $(x, y, z)$ within subregion $C_{rz}$, and $1_{C_{rz}}(x, y, z)$ indicates the subregion to which the metabolite concentration is assigned.

The time data can be written as

$$S(k_x, k_y, k_z, t) = S_b(k_x, k_y, k_z, t) + S_b(k_x, k_y, k_z, t)$$

where $S_b$ is the resonance signal corresponding to the first part in (7), and $S_b$ to the second part. The local signal variation $S_b$ is relatively small compared to $S_b$ and can, therefore, be included in the noise term in a modified recursive EM algorithm to estimate the average intensities $b_{um}$ for tissue $u$ in subregion $r$. Namely, the measured data of (3) can be written as

$$d(k_x, k_y, k_z, t) \approx S_b(k_x, k_y, k_z, t) + n(k_x, k_y, k_z, t)$$

where

$$R = \sum_{x=0}^{N_x-1} \sum_{y=0}^{N_y-1} \sum_{z=0}^{N_z-1} g_{C_{rz}, u}(x, y, z) f_m(x, y, z, t)$$

$$\times 1_{C_{rz}}(x, y, z) e^{-j \pi \left( \frac{x k_x}{N_x} + \frac{y k_y}{N_y} + \frac{z k_z}{N_z} \right)} + n_{um}(k_x, k_y, k_z, t)$$

$$\equiv b_{um}\phi(m, u, r, k_x, k_y, k_z, t) + n_{um}(k_x, k_y, k_z, t)$$

(10)

The spectral parameters $(T_{1a}, T_{1b}, \omega_m, B_0, \phi_0)$ that define $f_m$ are first determined through automatic spectral fitting [2] of the MRSI data following FT reconstruction, and remain unchanged in the subsequent processing step. Errors for these initial parameter estimates will result in some mismatch between the modeled and the acquired signals; however, since the subsequent processing involves recombination with the acquired data and a re-estimation of these parameters, the effect of these efforts will be greatly diminished in the final result. The estimation of $b_{um}$ can then be obtained by

$$\hat{R}_{new}(m, u, r, k_x, k_y, k_z, t) = E\{R(m, u, r, k_x, k_y, k_z, t)\}$$

$$\hat{b}_{um} = \arg \max P\left(S_b(k_x, k_y, k_z, t)\right)\{E[R_{new}(m, u, r, k_x, k_y, k_z, t)]\}$$

(11)

Equation (11) is the E-step which estimates the variable $R$ defined by (10). This step integrates data in a subregion and thus is modified in this paper to fit the estimate of $R$ and to further estimate the subregional tissue intensities. Namely, the variance $\sigma_m^2$ of noise $n_{um, r, s, R}$ has to be weighted by the size of the subregion, for each tissue and the number of metabolites, and is

$$\sum_{m=1}^M \sum_{u=s}^u \sum_{r=0}^r \sigma_m^2 = \sigma^2$$

The estimated $R$ is further used in the M-step (12) to obtain the subregional tissue metabolite intensity $b_{um}$

$$\hat{b}_{um} = \arg \max [E[R_{new} - b_{um}\phi(m, u, r, k_x, k_y, k_z, t)^2]]$$

(13)

Upon estimating $b_{um}$, the function $S_b$ can then be obtained using the signal model of (4) and (5). This can be done for a wider $k$-space extent than the acquired data so as to include
high-frequency k-space information corresponding to the detailed edge definition of each region. This “high-frequency” data can then be combined with the acquired “central” k-space data as shown in (14), at the bottom of the page.

This processing ensures that the acquired data is always used. In this way, any local deviations of the metabolite signal intensities that may not be modeled by any feature in the MRI-based priors are maintained. The combined k-space data is then reconstructed using the conventional FT processing and high-resolution metabolite images obtained by repeating the spectral fitting procedure. By incorporating information of the edges of the object from partial volume concentration and spectral information of each metabolite, the Gibbs ringing artifact is greatly reduced and the edge information of the metabolite images is improved. A flow diagram summarizing the algorithm is shown in Fig. 1.

**B. Supplementary Methods**

As described in the previous section, the proposed algorithm assumes that the form of the acquired data fits the signal model; however, in practice there are several additional signal contributions present in the in vivo spectral data, such as water and lipid, which cannot be realistically modeled. Preprocessing steps were implemented to remove these signal contributions, including application of a convolution-subtraction filter [15] to the time-domain MRSI data to remove residual water; application of lipid k-space extrapolation [6], [16], [17]; and removal of all data from voxels located in the subcutaneous regions outside of the brain.

There are additional signal components that cannot be effectively modeled: First, there are alterations in the spectral baseline due to degraded water suppression, primarily caused by global magnetic field inhomogeneities over the object, and signals from lipid contamination. Second, significant distortions of the spectral lineshape can occur due to intravoxel magnetic field inhomogeneities. These signal distortions are of greater concern for the metabolite imaging method used in this report that samples the whole slice, including scalp regions, in comparison to techniques that use spatial selection methods on acquisition to limit the region over which data is acquired.

$$\tilde{S}(k_x, k_y, k_z, t) = \begin{cases} S(k_x, k_y, k_z, t), & \text{for } |k_x| \leq \frac{K_x}{2}, |k_y| \leq \frac{K_y}{2}, |k_z| \leq \frac{K_z}{2} \\ S_b(k_x, k_y, k_z, t), & \text{elsewhere} \end{cases} \quad (14)$$

---
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nals affect the overall metabolite distributions and need to be removed, regions with the strongest spectral distortions are primarily located in lower and frontal brain regions, and it is beneficial to remove these signal contributions before proceeding with the proposed algorithm. The following two methods were, therefore, applied as part of the preprocessing step.

1) Baseline Removal: In the spectral fitting procedure, the contributions to the baseline signal that cannot be well parameterized were modeled as a smooth, slowly varying signal. In the proposed procedure, it was assumed that these baseline signals had been accurately estimated in the initial spectral analysis step, and these fitted baseline signals were then subtracted from the MRSI data. However, complete elimination of the baseline contributions is not possible; therefore, to further diminish the effect of residual baseline on the estimation procedure, a few data points close to \( t = 0 \) in the time domain were excluded from the estimation, as has been widely used in time-domain spectral analysis methods [18]. In the examples presented here, this corresponded to the first 25 points, or 12.5-ms sampling.

2) Subregion Removal: Voxels with significant spectral distortion were removed by the following procedure: First, a spatial mask identifying the poor-quality voxels was automatically created by testing for fitted spectral linewidths of less than 3 Hz or greater than 12.5 Hz. This mask was then manually modified, for example to remove from the mask voxels with essentially good quality spectra but small metabolite intensities that may have been incorrectly fit. The spectral data corresponding to the voxels identified in the mask were then set to zero. The inverse FT was then applied and the result then used as the raw \( k \)-space data for the proposed procedure. It is noted that this procedure does not remove the signal contributions from the removed voxels into the neighboring voxels; however, this operation was still found to improve the optimization procedure.

C. Experimental Methods

MRSI data was simulated based on the tissue distribution functions provided by the BrainWeb simulated MRI [19] and known spectral parameters for the observed metabolites of NAA, Cr, and Cho. Data was generated for a single slice of 15-mm thickness, with 32 \( \times \) 32 points in-plane and 1024 points in the time domain. The simulation was based on data for five MRIs with 3-mm slice thickness and 2 \( \times \) 2 mm in-plane resolution (128 \( \times \) 128 points). Field inhomogeneity with a maximum shift of 60 Hz and Gaussian noise with standard deviation \( \sigma = 4 \), which resulted in SNR around 8:1 for NAA in the spatial-spectral domain, was added to the MRSI data. Spatial and tissue-dependent changes of the simulated metabolite concentrations were included as follows: 1) The NAA had the highest concentration and a signal intensity that linearly decreased from left to right, with no difference between GM and WM. 2) The Cr signal was 20% higher in GM than WM. 3) The Cho had the lowest concentration, and a signal that was 33% higher in WM than in GM. Additional regions were added to simulate lesions with a change of metabolite signal that were not visible in the MRIs, and therefore, no prior information on these regions was provided that had a 25%–34% increase in NAA and a 25% decrease in Cho.

To examine the relative performance of conventional FT reconstruction, the SLIM method, and the proposed reconstruction algorithms, an additional noise-free single slice MRSI dataset was generated as previously described for 5-mm slice thickness with 16 \( \times \) 16 points in-plane, and 512 points in the time domain, in this case, no \( B_0 \) field was added and the metabolite intensities were assumed to be homogeneous in each tissue. Additional noise-contaminated MRSI data were also generated by combining the simulated MRSI data in the spatial and time domain with Gaussian noise of standard deviation ranging from 0 to 20 relative to a maximum NAA intensity of 10, which resulted in SNR from 0 to around 3:1 for NAA in the spatial spectral domain. The 16 \( \times \) 16 points in the central \( k \)-space are used as acquired data. The higher resolution 32 \( \times \) 32 in-plane MRSI data were reconstructed by zero-filled FT, SLIM, and the proposed reconstruction algorithms. In each case, the metabolite images (NAA, Cho, and Cr) were generated and compared to the gold standard, namely, the simulated metabolite images of 32 \( \times \) 32-point in-plane resolution. For each metabolite, the error rate was formulated as

\[
\frac{\sum_{y=0}^{N_y-1} \sum_{x=0}^{N_x-1} |I(x,y) - I_{\text{ref}}(x,y)|}{\sum_{y=0}^{N_y-1} \sum_{x=0}^{N_x-1} I_{\text{ref}}(x,y)}
\]

(15)

with \( I_{\text{ref}} \) representing the 32 \( \times \) 32 images reconstructed using the 16 \( \times \) 16 \( k \)-space simulated MRSI data, and \( I_{\text{ref}} \) is the 32 \( \times \) 32 noise-free reference images simulated.

Single-slice 1\(^H\) MRSI and multiplane high-resolution MRSI data were obtained for healthy volunteer subjects, one age 58 and three age 23–25. The first of these MRSI datasets (#1) was acquired at 1.5 Tesla using 36-point circular \( k \)-space, 512 points time domain data, 15-mm slice thickness and 280 \( \times \) 280 mm field of view, TE = 135 ms, TR = 1800 ms, and lipid inversion recovery with TI = 170 ms. MROI was obtained at the same angulation as the SI with 1 \( \times \) 1 mm in-plane resolution and 3-mm slice thickness (256 \( \times \) 256 points), which was re-sized to 128 \( \times \) 128 points and 15-mm slice thickness following tissue segmentation, which was done using the SPM program [20]. The three additional datasets (#2, #3, #4) were obtained at 3 Tesla with 32 \( \times \) 32 \( k \)-space points, 2048 time domain data, 15-mm slice thickness, and 256 \( \times \) 256 mm field of view, TE = 73 ms, TR = 1900 ms, and TI = 198 ms. Tissue segmentation results were obtained using 15 MRI slices of 0.5 \( \times \) 0.5 mm in plane resolution and 1-mm slice thickness (512 \( \times \) 512 points), which was again resampled to the desired resolution.

All MRSI data were reconstructed using the preprocessing steps described in Section III-B and our proposed reconstruction, to obtain metabolite images for NAA, Cr, and Cho with an in-plane spatial resolution of 128 \( \times \) 128 points. For the amplitude estimation, the image space was divided into 8 \( \times \) 8 sub-regions and the initial values to be estimated were initialized to zero. The modified EM optimization algorithm was typically run overnight (Athlon 1.67 GHz CPU), although no significant change in image quality was observed after approximately 5 h. Results were compared with metabolite images obtained using the standard methods of Fourier transform reconstruction of the zero-filled MRSI data followed by the same automated spectral analysis procedure.
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Fig. 2. Average reconstruction error rate of NAA as a function of the standard deviation of the noise added into the simulated MRSI data of 5-mm slice thickness, which assumed homogenous metabolite intensities within each tissue. Results are shown for SLIM (.), zero-filled FT (+), and the proposed reconstruction method (•). For the SLIM algorithm, specific compartments were defined, whereas for the proposed algorithm, the partial volume information was used in the reconstruction.

IV. RESULTS

The performance of the developed algorithm was compared to that of the SLIM algorithm, which was interpreted as a cross correlation estimator as summarized in the Appendix, and also to that of the conventional reconstruction method. Fig. 2 shows the errors for NAA images as a function of the standard deviation of the added noise. The proposed algorithm achieves the lowest error rate and the reconstruction remains robust for reasonable noise levels used. One reason for the difference in performance is that a single compartment definition was used for the SLIM algorithm that does not account for partial volume contribution across the MRSI slice. Although only a 5-mm slice thickness was assumed, compared to the more typical 15-mm used for in vivo acquisitions, partial volume effects were still present, which contributes to the error caused by SLIM algorithm even in the noise-free case. The errors with the conventional reconstruction method are mainly caused by Gibbs ringing effects. The proposed algorithm makes full use of partial volume information over the slice, thereby reducing the errors caused by the choice of compartment boundaries. In addition to the finding that the SLIM algorithm is sensitive to the choice of compartment boundaries, it was also found that the errors with the algorithm become worse when spatially variant metabolite intensities were simulated for each tissue.

Fig. 3 shows tissue segmentation and metabolite images for the simulated MRSI data. All metabolite images correctly reflect the underlying spatial and tissue-specific signal changes used for the simulation model. The high-resolution reconstructions (Row iv) all show considerable improvement of edge information and reduced Gibbs ringing. The visibility of the lesion areas [which is most easily identified in the original image shown in Fig. 3(ii.a)] is increased in the NAA and Cho images, in comparison to the standard reconstruction which shows Gibbs ringing from the edges of the metabolite regions (Row iii). However, the lesion area appears with somewhat straightened edges, which corresponds to the underlying shape of the subregions used in the model. This effect could be reduced by using a smaller subregion selection at the expense of increased computational demand. The increased noise in the Cho image corresponds to the lower signal used for this data.

Fig. 4 shows results for the four experimental data sets. In comparison to the previous data of Fig. 3, these are characterized by decreased SNR and increased spectral distortions. In comparison to the conventional FT metabolite image reconstruction, shown in the images in the second row, the high-resolution metabolite image reconstruction (third row) is characterized by improved edge definition and reduced Gibbs ringing. Some local anomalies can be seen in several of the metabolite images (e.g., evident in Fig. 4(d), center row) which occur when the spectral analysis routine fails to converge, which typically
there is some evidence of differing metabolite signal within each tissue type, this is difficult to distinguish from the noise-induced variations in these images.

For all reconstructions shown in the previous figures, the value of \( b_{\text{min}} \) was initialized to zero. Additional studies were implemented using different initial values, but results were consistent regardless of the initial settings, indicating that the convergence using the modified EM algorithm is robust.

V. DISCUSSION AND CONCLUSION

This study has demonstrated a reconstruction algorithm that uses a priori high-resolution spatial information and metabolite spectral information to improve edge definition in metabolite images. In comparison to the conventional zero-filled Fourier transform reconstruction, the proposed method results in decreased Gibbs ringing and improved quality of metabolic images. The method extrapolates the MRSI \( k \)-space data based on high-resolution information of object boundaries, and although it does not increase the spatial resolution for metabolite image features that are not reflected in the tissue segmentation images, it nevertheless improves visualization of metabolite signal features as a result of the improved image quality. An important aspect of this algorithm is that the original data is maintained; therefore, all metabolite image features presented in the acquired low-resolution data remained unchanged.

An alternative approach to enhanced reconstruction of low spatial resolution MRSI by making use of a priori spatial information is a full parametric modeling and optimization approach, similar to that proposed for MRI [13]. For this, however, the addition of at least seven parameters in the spectral dimension, for the relatively simple metabolite model used in this report, makes this type of approach computationally difficult, undoubtedly requiring parallel processing implementation [28]. In comparison, the proposed method simplifies the problem by separating the determination of the signal amplitudes for the higher spatial resolution from the determination of the spectral parameters. The optimization problem is also simplified by estimating localized average tissue metabolite concentrations while applying a priori partial volume structural information. This softens the strict boundary definition of compartments that is used in the SLIM algorithm, which is important in light of the relatively thick through-plane dimensions typically used for MRSI relative to the rapidly varying nature of brain structures.

In this initial examination, the experimental in vivo brain MRSI data sets were acquired with long TE to minimize difficulties associated with stronger baseline variations and lipid contamination that are associated with short TE acquisitions. However, the current spectral model could be extended to accommodate these characteristics. Even with long TE acquisition used in this study, in vivo MRSI data are characterized by poor SNR and a number of spectral distortions. One unique aspect of the proposed algorithm is the approach to dealing with these potentially interfering signals, which includes minimizing the influence of poorly characterized baseline variations and the removal of signals from regions outside of the brain or of inadequate quality. These steps were found to simplify the parameter optimization problem, and if not done, would have resulted in a larger minimum value in the optimization and

![Fig. 4. Tissue segmentation and metabolite images for each of the four experimental datasets. For each set of images, the first row displays the high resolution tissue segmentations for (i) GM, (ii) WM, and (iii) CSF; the second row displays the metabolite image results from spectral fitting of the zero-filled MRSI data, as (i) NAA, (ii) Cr, and (iii) Cho; and the third row displays the corresponding metabolite image results from spectral fitting of the zero-filled FT reconstruction.](image)
potentially affect the ability to find the global minimum of the parameter space.

One concern with extrapolation methods is that amplitude and phase discontinuities are generated between the acquired and extrapolated data [17], [29]. In the proposed algorithm, these parameters are defined by the initial spectral analysis stage, which is based on the acquired central k-space data, and by the definition of the region boundaries used in the optimization. Of these, the coregistration between the segmentation and the MRSI images is perhaps most critical in determining the instantaneous phase of the extrapolated signals. Given the higher spatial resolution of the segmentation relative to the reconstructed MRSI and the use of partial volume information in the model, it is felt that potential discontinuities are small. However, for general implementation of these reconstruction methods, it is necessary to allow for some in-plane realignment between the SI and segmentation image to account for possible subject movement between these acquisitions.

Several improvements to the proposed algorithm are possible. First, in this study, the through-slice a priori spatial information was averaged over the thicker MRSI slice; however, the model can be extended to a fully volumetric MRSI to improve spatial resolution in all dimensions. Second, this study kept the initially determined spectral parameters of lineshape, $B_0$, and phase unchanged during the second-stage amplitude estimation procedure, although all spectral parameters were again determined for the final spectral analysis stage. In general, these spectral parameters do not vary greatly on a local voxel-to-voxel scale; therefore, it is considered unlikely that there would be a significant improvement in image quality if these parameter values were also included in the optimization, while this would undoubtedly increase the computational requirements. Finally, in this study, the coregistration of the MRSI with the MRI and final selection of the spatial regions to include in the optimization was achieved using manual intervention; however, both procedures can be fully automated.

In conclusion, an algorithm has been presented that provides an improvement in the quality of low spatial resolution MR-detected metabolite images by making use of high spatial resolution a priori tissue distribution functions. The algorithm has been demonstrated for simulated and experimentally acquired MRSI data of the brain.

**APPENDIX**

**REVIEW OF THE SLIM ALGORITHM AS A STATISTICAL ESTIMATION METHOD**

The SLIM algorithm is one of the first approaches that incorporated prior spatial information to constrain spatially resolved spectral reconstruction, and in this section we review this method for comparison with the proposed technique.

In SLIM, nonintersecting anatomic compartments, $C_k$, $k = 0, \ldots, L - 1$, are identified from high-resolution MRI images as regions that have homogeneous distributions of the detected compounds. The intensity $A_m$ and the spectral signal $f_m$ are viewed as homogeneous in a compartment, leading to a simplification of (2) as

$$s(x, y, z, t) = \sum_{l=0}^{L-1} \left( \sum_{m=0}^{M-1} A_{ml} f_m(k, t) \right) 1_{C_k}(x, y, z)$$

$$= \sum_{l=0}^{L-1} 1_{C_k}(x, y, z) g_l(t)$$

(16)

where $g_l(t)$ is the spectrum for the $k$th compartment. Inserting (1) and (16) in the statistical model (3) yields

$$d(k_x, k_y, k_z, t) = \sum_{l=0}^{L-1} g_l(k_x, k_y, k_z, t) c_l(t) + n(k_x, k_y, k_z, t)$$

(17)

with $t \geq 0$, $-K_x/2 \leq k_x < K_x/2$, $-K_y/2 \leq k_y < K_y/2$, $-K_z/2 \leq k_z < K_z/2$, and $g_l(k_x, k_y, k_z) = \int_{C_k} e^{-j2\pi(xk_x+yk_y+zK_z)} dx dy dz$; the spatial FT of the compartment $C_k$ is referred to as a regional function in this paper.
In continuous functional space, a measure of inner-product is defined as \( \langle f, g \rangle = \int_{\Omega} f(x) \cdot g^*(x) \cdot dx \), where \( g^*(x) \) is the conjugate of \( g(x) \). A function \( f(x) \) is said to be orthogonal to \( g(x) \) if they satisfy \( \langle f, g \rangle = 0 \). Under this definition, \( \{g_i(x), k_x, k_y, k_z\}_{l=0, \ldots, L-1} \) are orthogonal to each other, since, for \( i \neq l, i, l = 0, \ldots, L-1 \) we have (18) at the top of the page.

By applying the inner product to (5), we obtain

\[
\langle g_i, d(t) \rangle = \sum_l \langle g_i, g_l \rangle q_l(t) + n_i, \quad i = 0, \ldots, L-1
\]

(19)

and the least squares estimate of \( c_i(t) \) is obtained as

\[
c_i(t) = \frac{\langle g_i, d(t) \rangle}{\langle g_i, g_l \rangle}, \quad i = 0, \ldots, L-1.
\]

(20)

This equation shows that, in continuous functional space, the SLIM algorithm is a cross-correlation estimator. However, due to the undersampling problem with MRSI data, the orthogonality is lost in a subspace where the functions are constrained. To estimate the spectra, (20) can be written in a vector format as

\[
D(t) = GC(t) + n
\]

(21)

with \( G = \{\langle g_i, g_l \rangle\}_{l=0, \ldots, L-1} \), and \( D(t) = (d_i(t))_i = 0, \ldots, L-1 \). The least squares estimate [30] of (21) is

\[
C(t) = (G^TQ^{-1}G)^{-1}GQ^{-1}D(t)
\]

(22)

where \( Q \) is the covariance matrix of noise \( \sigma^2I \). The source of \( G \) ensures that it is a positive definite Hermitian matrix and it is invertible [21], thus, the solution is simplified as

\[
C(t) = G^{-1}D(t).
\]

(23)

This formulation provides an understanding of the SLIM algorithm from a statistical perspective and provides a basis for comparison with the algorithm described in this report. This shows that the SLIM algorithm does not take into account partial volume effect, since the overlay of multiple tissue compartments would result in a source of nonorthogonality. Although an increase in the number of phase encodes may be able to account for the information lost, this would require an increase in the imaging time and offset the advantage of this approach.
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